Infroduction to Statistical Ideas and Methods

Compare two groups in SPSS

In this document we show how to compare 2 groups. We start with analysis of matched
pairs and then show how make confidence intervals and testing for independent samples. We will
show procedures for proportions and means of quantitative variables. For this document we need
‘Skeleton’ and ‘Life Expectancy’ data sets. It is assumed that you have managed to upload all these
data into SPSS (please refer to ‘Data sets import in SPSS’ document for detailed explanation).

Matched Pairs

This section shows how to find confidence intervals and perform statistical testing for the difference
between two dependent groups. Consider first the ‘Skeleton’ data set:
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SEEN - » BLflF A 5N Wy
Sex BMlicat BMIguant Age DGestimate DGerror SBestimate SBerror
1 2 underweight 15.66 78 44 -34 60 -18
2 1 normal 2303 44 32 -12, 35 -8
3 1 overweight 27.92 72 32 40 61 -1
4 1 overweight 27.83 59 44 -15, &1 2
5

1| normal 2141 60 3”2 28 46 -14

We have two methods of age estimation here. It is the method of Di Gangi and Suchey-Brooks
method. The error of estimation is captured in two variables ‘DGerror’ and ‘SBerror’ respectively.
The goal is to understand if both methods give the same results or one method is more precise
than the other. First let’s look at ‘DGerror’ variable. To get basic summary statistics for this
variable, right click on the header of this variable:

DGerrg

Cut
Copy

Clear
B Insert Variable
Sort Ascending
Sort Descending
Descriptives Stafistics

]

Select ‘Descriptives Statistics” and the table of statistics is produced:

Statistics

Est - Act. age using O iyears)

M Valid 400

Missing ']
Maan -1415
Madian =13.00
St. Deviation 14126
Range 92
Winimum -60
Mazimum s

Similarly we do for the ‘SBerror’ variable:

Statistics

Est - Act age using SB (years)

M Walid jous

Missing 2
Mean -T.26
Median -6.00
Std. Daviation 10,408
Ranga 56
Minimurm -36
Naximum 20




Note that 2 observations are missing in the ‘SBerror’. It seems that Suchey-Brooks’ method is
less biased than Di Gangi’s method. We want to analyse the difference between these two variables
Since these two variables are dependent (since two observations are taken from the same skeleton)

we just want to find difference between ‘SBerror’ and ‘DGerror’. To do that, go to Transform >
Compute Variable
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 Compute Variable.
Fragrammability Transformation.
[E countvalues within Cases

ShiftValues

We call the new variable of differences 'Diff’ and enter a simple expression:

] Compute Variable
IQIQGIVQHQNE: Numeric Expression:
pr ] - |sn error-DGerror

The new variable is calculated and we get summary statistics for this variable:

Statistics

Diff
[} Walid 398

Missing 2
WMean GA543
WMedian 6.0000
St Deviation 1105602
Ranga B6.00
Minirriurm =26.00
Maximum 40.00

Let’s also make a histogram of this variable: Graph > Chart Builder > Histogram >
double click on Simple Histogram then drag ‘Diff’ to horizontal axis:
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Click OK and the histogram is produced:
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The distribution of the differences looks nearly normal and therefore we can use one sample
t-test to check if the true mean of difference is zero or not (two sided alternative). As we explained
in the last document, open ‘One-Sample T Test” Analyze > Compare Means > One-sample
T Test
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Send ‘Diff” variable across using the arrow:

ta One-Sample T Test | x |
Test Variable(s):
— Opiiens..
& ser & o 28
& BMI (kg per metre 5. Bootstrap. .

& Actual Age [Age]
& Est Ageusing DD...
& Est -Act age using
& Esl Age using SB[
& Est -Adt ageusing ..

Tast Value El
(Lok ] (st | (eset] [cance] [ riip

Click OK and results are produced:

T-Test
One-Sample Statistics
Std. Error

M Maan 5td. Daviation Mean

Diff 398 68543 11.05602 55418
One-Sample Test
TastValua =0
5% Confidence Interval of the
Mean Diffarence

L dr Sig. (2-1ailed) Difarence Lower | Upper

oimr 12368 347 000 6.86427 5.7648 | 7.9438

Here we can see the 95% confidence interval, p-value and other important information. Hence
we are 95% sure that the true mean of difference of errors is between 5.76 and 7.94. The p-value is
nearly zero and hence we reject the null hypothesis that two methods are the same (have the same
average error) and conclude that there is a difference between them. Instead of using the long way
that we have implemented above using ‘Diff’ variable, we can use another equivalent method. Go
to Analyze > Compare Means > Paired-Samples T Test
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Then put ‘SBerror’ in the first column and "DGerror’ into the second using arrow (we use only
"Pair 17)

ta Paired-Samples T Test E
Paired Variables.
& sex Pait__|Variable1 |variablez |
& BN (kg permetre s... 1 FEst-aa Bootstrap...
Aozl Age [Age] 2
& Est Ageusing DID...
& Est-Act age using +
& Est Age using SB[ ]
¥ Est-Act age using ... b *
& oif
() o (e

Click OK to produce the next table:

T-Test
Paired Samples Statistics
Std Efror
Mean 4] Std, Deviation Mean

Palr1  Esl-Acl age using SB

wears) 7.6 398 10.498 526

Est - Act, age using D -

{years) 1411 398 14142 708

Paired Samples Correlations
1 Carrelation Sig.

Fair1  Est - Act age using 5B

(years) & Est - Act age 398 633 ooo

using O fyzars)

Paired Samples Test
Fairzd Differznces
5% Confidence Imtarval of the
Std. Error Differsnce
Mean | Std. Deviation Mean Lower Upper t dr Sig. (2-talled)

Pair1  EsL-Act age using SB

(years) - Esi. - Acl age 6.854 11.056 554 5.766 TH44 12368 387 oo

using D (years)

Note that the confidence interval and the p-value is completely the same that we got before
but this method is much quicker.

Comparing Two Proportions

In this section we show how two compare two independent proportions. We start with the ‘Sup-
port for the Toronto mayor Rob Ford’ example. We have two support surveys. In the first one
the sample size was 1050 with sample proportion of support equals to 0.57 and another one with
sample size of 1046 and sample proportion 0.42. The goal is to get 95% confidence interval for
the difference in proportions. As usually for proportions, we first initialize new variables in the
‘Variable View’ section:
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G~ BLIdBEHAHESELH 109 %
[ Mame | Type | wWidth | Decmais|  Label [ Vaies || wssmg | Conmns | sign. || Messwe ]| Role

1 N1 Numeric 8 0 Sample Size 1 None None 8 = Right & scale N Input
a Phat1 Numeric E 4 sample Proportion 1 None Mone 8 = right & scale “ Input
3 N2 Numeric 3 0 Sample Size 2 None None 8 = Right & scale N Input
4 Phatz Numeric a 4 Sample Proportion 2 None None 8 = Right # scale ™ input
5 ConfLev MNumeric 8 4 Confidence Level  Mone None 8 = Right & scale ™ Input
[ Critval Numeric a 4 Critical value MNone MNone 8 = Right & scale ~ Input
7 ME MNumeric 8 4 Margin of Error None Naone 8 = Right & scale N Input
8 Lower Numeric a 4 Lower Bound None None 8 = Right # scale N Input
9 Upper Numeric 8 4 Upper Bound None None 8 = Right & Scale N Input

The table is filed automatically we only change ‘Decimals’ and ‘Measure’ and add some labels.
Next in the ‘Data View’ section we enter summary statistics from the above problem in the first
row. We also enter summary statistics for the ‘Support for US president Obama’ example in the
second row to save some time (confidence level is fixed at 95% level).
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HE e~ BLA0 8 58 Ba

5 ConLe |

| m | phan | m2 | phaz | confev | critval | Me | Lower | upper |
1 ws0 5700 1046 4200 9500 [ . . .

2 1010 5200 563 4800 8500

Now we use a calculator to compute ‘Critical Value’ (Transform > Compute Variable)

Target Variable: humeric
Critval - ||DF.NORW.L( 1-(1-Conflev}/2.0, 1]

Next we use the formula for the margin of error for the difference in proportions:

Target Variable:

WE = |Cri|\l’a| * SQRT( Phat1*(1-Phat1¥N1 + Phat2*(1-PhatZ)M2 )

Finally we find lower and upper bounds for our confidence intervals:

Target variable: Numeric
Lower - |Phat1 -Phat2 - ME|

Targetvariable: MumEric
Upper - |Pr|at1 -Pnatz + ME

The work is done, and we can observe the results:
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| w1 | ehan | w2 | pha2 | confiev | crival | ME | Lower | upper
1 1050 5700 1046 4200 2500 19600 0423 1077 1923
2 1010 3200 363 4800 29300 1.9600 0515 =03 0915

Hence we are 95% confident that the true proportion for ‘Toronto Mayor’ dropped from 0.10
to 0.19. In ‘US President’ example we are 95% sure that the true proportion dropped from —0.01
to 0.09, hence we cannot be sure that the support actually dropped since 0 is inside the confidence
interval.
Next instead of finding confidence intervals we want to test equality of two proportions. In the
‘Variable View’ we change some variables:
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Name H Type | Decimals | Label ‘ Values || Columns | Align ‘ Measure ‘ Role
N1 Numeric ] Sample Size 1 None ] = Right & Scale N Input
Phat1 Numeric 4 ‘sample Proportion 1 None ] = Right & saale ~ Input.
[YF] Mumeric o Sample Size 2 Nane ) = Right & Scale N Input
phatz mumeric a sample Proportion 2 None 8 = Right & saale “ input
PhatPocl Numeric 4 Sample Proportion Pooled None 8 = Right & Scale “ Input
 Zstat Numeric 4 Z-statistic None g = Right & saale ™ Input
Pl Numeric 4 p-value None 8 = Right & Scale N Input

Next we fill the table in the ‘Data View’ section (completely the same as before):

L=

le Edit View Data Transform Analyze Direct Marketing  Graphs  Utilities

%H@EF« EiEE A @E

| m | Phatl | N2 | Phatz | PhatPool | Zstat |  Pval |
[ 1050 5700 1046 4200 . ) .
2 1010 5200 563 AB00

Now we start using the calculator function. First we compute the ‘Pooled Sample Proportion’
using the next expression:

Target Variable;

PhalPool - |( NA*Phatt + N2*Phat2 )/ (N1+N2]|

Afterwards we compute the z-statistic

Target Variable: Numeric
Zetat = |( Phat1 - Phat2 )/ SORT( PhaiPool*(1-PhatPool)" (1M1 + 1M2 ) )

Finish this process with two sided p-value calculation:

Target Variable: Numeric

Fual - |2* COF NORMAL(-4bsizstat), 0 1]

The results are displayed below:
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;@H@@Fﬂ bElF A & |

| n | ehan | w2 | PhatPool
1 1050 5700 1046 4200 4951 68676 0000
2 1010 5200 563 AB00 5057 1321 1282

So for the ‘Toronto Mayor’ example the p-value is almost zero and we reject null hypothesis
that two proportions are the same and conclude that they are not the same. For the ‘US Presi-
dent’ example the p-value is 0.13 which is not significant and therefore we cannot reject that two
proportions are the same.

Comparing Two Means

In this section we show how to compare two independent quantitative groups. Consider first the
‘Skeleton’ data set.
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1

| sex | BMlcat BMiquant  Age | DGest DGerrar || i | sserror |

1 2 underweight 1566 8 4 34 60 18]

2 1 normal 23.03 a4 32 =12 35/ -9

3 1 overweight 2792 n 32 40 61 Bl

4 1 overweight 2723 59 44 -15 61 2

5 1 normal 2141 50 32 -28 15 14




We want to find the 95% confidence interval for the difference between ‘DGerror’ for male and
female and also test if the difference is zero or not. In SPSS it is very easy to do. Go to Analyze
> Compare Means > Independent-Samples T Test:
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&

] means... |
One-Sample TTest..
[ Independent-Samples T Test

Reports

Descriptive Statistics
Tables
Compare Means

General Lingar Modsl
Generalized Linear Models

Mized Models |
- 0 Paired-Samples T Test.. |
Correlate |
A One-way anOvA.
Rearession

Here move ‘DGerror’ to ‘Test Variable(s)’ and ‘Sex’ to ‘Grouping Variable’.

) Independent-Samples T Test =
TestVariabla(s):
& The body mass ind & Est - Ad age using _
& BMI (kg per metre 5.
& Aclial Age [age] -

& Est Age using DD
& Est. Ageusing SB[S...
& Est - Ad age using

Grouping Vaniable:
Define Groups... |
(o] [ Reset | [ cancel|

Next click on ‘Define Groups’ button and enter 1 to ‘Group 1’ and 2 to ‘Group 2’

) Define Groups [ x|

(8 Use specified values

Group 1
Group Z |j |
© Cut point

Click Continue > OK and the following table is printed:

Group Statistics
Sid Errar

Sex il Mean | Std Deviation Mean
Est - Acl. age using D Male 2 -12.90 13.473 BO4
{years) Female e | 1710 15.214 1.395

Independent Samples Test
Levene's Test for Equality of
Variances tHest for Equality of Means
95% Confidence Interval ofthe
Mean Std. Emor Difference
F Sig. t df Sig. (2-tailed) Differance Diffarence Lowar Upper

Est - Act. aga using O Equal variances R . o - - N
(yaars) assumad 1.162 282 27 308 0o 4.200 1.532 i.1e8 7213

Equal varlances not .

assumed 2610 | 200005 010 4.200 1.610 1.026 7.375

Note that we have two rows in the table. The first one assumes that two variances are the
same, the second row does not have this assumption. We do not assume here that variables of
‘DGerror’ for male and female are the same and therefore focus on the second row. Based on the
results we are 95% confident that error of estimation for male is from 1.03 to 7.37 larger than for
female. Also the p-value is quite small and hence we reject null hypothesis that the true means of
‘DGerror’ for male and female are the same.

Consider next the ‘Life Expectancy’ data set:
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B M-~ Bl RS :
Country Region LifeExp GoP HIV

1 Afghanistan SAs 48.673 . .
2 Albania EuCa 76.918 |

3 Algeria MENA 73131 640681662 A0
4 angola sS4 51.003 551018318 2,00
5 Argentina Amer 75.901 15741.04577 50

In this example we need 95% confidence interval for difference between ‘LifeExp’ for East Asia



& Pacific (EAP) and South Asia (SAs). Unfortunately we cannot use the ‘Region’ as ‘Grouping
Variable’ as we did for ‘Sex’ variable because ‘Region’ consists of string observations rather than
some numbers. To solve this problem, we will construct a new variable (mimicking the ‘Region’)
but with numbers from 1 to 6 instead of string observations. To do that, go to Transform >
Automatic Recode

Trensform  Anahze  DirectMarkeling  Graphs

B compute variable.
Programmability Transformation, .
[E countvalues within Cases
Shift Values..
B Recode into Same Variables.
&l Recode into Different Variables.
[Ef Automatic Recode
Create Dumimy Variables
[} vizual Binning...

B¢ Optimal Binning

Move ‘Region’ to the right window and give a name for a new variable (‘RegNum’):

2] Automatic Recode E

Variable-=> New Name
Ja Country Fa Region—>777777977
& Life Expectancy (yea
& GDP (5 US, in 2000}...

& Hv w

Add New Name

Recode Starting from

® Lowestvalue O Hignestvalue

[ Use the same recoding scheme for all variables
(7] Treat blank string values as user-missing
Template:

77 Apply template from:

[T Save template as:

(o] e (mssat) (Conca) (o ]

Click on the ‘Add New Name’ button and then OK, the column is produced:

Country Region LifeExp GDP HV ReghNum
Afghanistan SAs 48673 5
Albania EuCA 76918 3
Algena MENA 73131 6406.81662 10 4
Angola SS5A 51.003 5512.18318 2.00 &
Argentina Amer 75.901 1574104577 50 1
Armenia EucA 74241 474892858 10 3
Aruba Amer 75.246 . . 1
swstralia EAP 81.907 3464238813 0 2

We observe that ‘EAP’ region corresponds to 2 and ‘SAs’ to 5. Now as before go to Analyze
> Compare Means > Independent-Samples T Test, move ‘Life Expectancy’ variable to the
right window and ‘RegNum’ to ‘Grouping Variable’:

2} Independent-Samples T Test =1
TestVariabla(s) ( ostions... |
Fa Country & Lite Expectancy (yea -
&4 Region @
4 GDP (5 US, in 2000}.. "
& HIY

e a—
Dsfing EE .
= onet e

Click on the ‘Define Groups’ button and type 2 and 5 to ‘Group 1’ and ‘Group 2’ respectively:

*a Define Groups | % |

® Use specified values

Group2: 5 |

D cut point:

Finish by clicking on Continue > OK to get the results:



Group Statistics

Std.Error
Reghum N Mean | Std Deviaton Mean
Lita Expactancy (y2ars) EAP 30 | 73.08603 6220434 1135601
SAs g | 67.03263 851747 3.011381
Independent Samples Test
Levene's Testfor Equality of
Vatiances Hestfor Equality of Means
95% Confidence Interval of the
Mzan Std. Error Difference
F Sig t of Sig. (2-tailed) Difference Difference Lowear Upper
if= ) Eaqual variances
Life Expectancy (years i, 04 905 | 2281 3 030 £.053408 1677458 623277 11.483540
Equal varlances not " -
assumed 1.881 2088 082 £.053408 3218017 -1.216372 13.323188

So we are 95% sure that the true difference in averages of Life expectancy for these two regions
is between —1.22 and 13.32. Also the p-value is 0.09 which is considered as large and hence there
is no statistical evidence to reject the hypothesis that ‘Life Expectancy’ for two region are same.
So they can be the same.



