
Introduction to Statistical Ideas and Methods

Linear Regression in SPSS

In this document we describe how to perform a simple linear regression in SPSS. We show how
to get coefficients of a regression line, test for significance of the slope, find R2 statistic, make
transformations to variables and much more. We also show how to make plot of the data with
regression as well as plotting residuals.
For this document we need ‘Skeleton’, ‘Life Expectancy’, ‘Crawling’, ‘CFC11’ and ‘Coffee Shop’
data sets. It is assumed that you have managed to upload all these data into SPSS (please refer
to ‘Data sets import in SPSS’ document for detailed explanation).

Introduction

We start with the ‘Babies Crawling’ data set and we want to investigate the relationship between
the temperature and the average crawling age in weeks. Once you open the original data file you
will notice that the temperature is in Fahrenheit but we want to have it in Celsius, to make this
small transformation please refer to the ‘Data sets import in SPSS’ document. Hence we assume
that the temperature is in Celsius. Next let’s make a scatter plot of the ‘Average crawling age’
versus ’Temperature’, go to Graphs > Chart Builder

Choose Scatter/Dot > double click on Simple Scatter

Then drag ‘Temperature’ to the horizontal axis and ‘Average crawling age’ to the vertical axis:
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Click OK to get the following scatterplot:

It seems that linear regression model can be appropriate in this case and we want to plot these
data with the regression line. It is very simple to do that in SPSS. Just double click on the last
plot to open ‘Chart Editor’ and then click on the symbol with two axis and diagonal line:

Immediately the regression line appears with regression coefficients. In the ‘Properties’ window
select ‘Lines’ to change visual characteristics of the line:
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The regression coefficients are given in the plot, however there is another way to get them. We
will use this approach very frequently in the next sections: first go to Analyze > Regression >
Linear

Move ‘Average crawling age’ to ‘Dependent’ section using arrow and similarly ‘Temperature’
to ‘Independent’ variables. Then click on ‘Statistics’, and select ‘Estimates’ and deselect other
options:

Click Continue then OK and we get the following table:
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Under ‘Unstandardized coefficients’ we see that b0 (intercept) is 33.190 and b1 (slope) is −0.140.
Hence we produce exactly the same coefficients as on the plot.

Some caution

We start this section with the ‘CFC’ data set.

The goal is to investigate the relationship between ‘time’ and ‘cfc11’. These data contain infor-
mation till 2005 but we first want to analyse relationship before 1990, which are observations from
1 to 156. To do that we copy ‘time’ and ‘cfc11’ variables to new columns and call them ‘time.1990’
and ‘cfc.1990’ and then manually delete all the observations below 156th positon.

Now we create a scatterplot with linear regression line for these two variables (‘cfc11.1990’ is
the response while ‘time.1990’ is the predictor)
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It seems that linear regression fits quite well. Now lets plot all the data points (‘cfc11’ versus
‘time’):

We clearly see that the linear model is not appropriate here. A very important part in checking
whether a linear regression is appropriate or not is to plot residuals versus independent variable.
First got to Analyze > Regression > Linear, then move ‘cfc11.1990’ to dependent section and
‘time.1990’ to independent one, then click on ‘Save’ button and under ‘Residuals’ select ’Unstan-
dardized’:

Click Continue then OK, that procedure produces a new column of residuals:
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Then make a scatterplot of these residuals versus ‘time.1990’ as explained earlier, double click
on the plot to open ‘Chart Editor’ and click on the symbol with horizontal line to add reference
line to the plot:

In the ‘Properties’ window enter ‘0’ position

To finish click Apply and close the ‘Chart Editor’ to get the residual plot:
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This plot also shows that there is a problem with simple regression since we observe some
pattern in the residual plot.

Next we move back to the ‘Average crawling age’ data. In the last section we have already
created the next plot:

Doing exactly the same procedure as explained above we produce residual plot for this regres-
sion model:

Based on the above plot we observe one observation which has lowest residual and might be
an influential point. Hence we want to make the analysis again but without this observation. To
do that we just delete the fifth observation and then construct the scatterplot with regression line
and residual plot for the modified data set:
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Since the coefficients have not changed by much we cannot say that the removed observation
is influential.

The coefficient of determination

An important question in the regression analysis is to find how well a regression line fits the data.
One measure of the fit is the coefficient of determination or R2. Consider first the ‘Average crawl-
ing age’ data. We want to find R2, sum of squares total, sum of squares regression and sum of
squares residuals. It is very easy to find all these statistics in SPSS. As usual go to Analyze >
Regression > Linear, choose appropriate dependent and independent variables, then click on
the ‘Statistics’ button. In this window in addition to ‘Estimates’ also select ‘Model fit’:

Click Continue > OK to get the next table:

Now in addition to coefficients we have much more information. Under ‘Model summary’ we
see that R2 is 0.49 also under ‘ANOVA’ we have all the sums of squares. Also in a simple linear
regression, R2 should be the same as correlation squared. Let’s find the correlation between ‘Tem-
perature’ and ‘Average crawling age’: go to Analyze > Correlate > Bivariate:
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Move these two variables across using arrow, make sure that ‘Pearson’ correlation is selected:

Click OK

This table shows that correlation between two variables is −0.700. If you square this number
you get exactly the same R2.

To finish this section let us return to the ‘CFC11’ data set. We focus on the data before 1990.
Even though we know that linear regression is not appropriate for these data, lets get R2 anyway.
We can get it using the above procedure but if we just make a scatterplot with regression line then
SPSS shows R2 on the graph automatically:
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Hence 99.6% of variation is explained by this regression line.

Inference for the slope

In this section we show how to test that a particular estimate (of slope or intersection) is statisti-
cally significant or not. We start with ‘Skeleton’ data.

Our response in this analysis would be ‘DGerror’ variable, and independent variable is ‘BMI-
quant’. Doing the standard procedures we obtain the scatterplot with the regression line:

Hence the slope is 0.41, intercept is −23.29 and R2 is 0.019. This means that less than 2% of
variation of the response is explained by this regression. But we have also a very important ques-
tion: is the slope statistically significant? Because if it is not, then ‘BMIquant’ is not important
for the prediction of ‘DGerror’. We can easily answer this question (and not only for the slope
but also for the intercept) if we go to Analyze > Regression > Linear. Move ‘DGerror’ to
dependent window and ‘BMIquant’ to independent one. Then click on ‘Statistics’ and make sure
that ‘Estimates’ are selected:
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Click Continue > OK to get the usual table:

The p-values are displayed under ‘Sig.’ title. Hence we note that the p-value for the slope is
0.006 which is quite small and therefore we conclude that ‘BMIquant’ variable is important for
prediction and we should not ignore it.

Now we return to the ‘Crawling’ data set. We want to check whether temperature really effects
the average crawling age or not. Doing similar procedure we get:
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Based on the output we conclude that the p-value for the slope is 0.011 which can be considered
as small and therefore temperature is statistically significant.

Checking for conditions

In this section we focus on the new data set ‘Coffee Shop’. The first 5 observations are shown below

In this example we want to fit a linear regression with ‘carb’ (carbohydrates) as the response
and ‘calories’ variable as the predictor. We get scatterplot with regression line in a usual way:

Regression analysis is not complete without the residual plot, so we make residuals versus
‘calories’ scatterplot with horizontal dashed line: (remember that we get residuals from Analyze
> Regression > Linear then click on ‘Save’ and select ‘Unstandardized’ to produce column of
residuals)
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We immediately see a problem. The variance is not constant and increases as the ‘calories’
increase. Hence it is not appropriate to carry out inference on the slope of the regression line in
this case. Lets also make a quantile-quantile plot of the residuals: go to Analyze > Descriptive
Statistics > Q-Q Plots

Then move ‘Residuals’ variable across using arrow:

Click OK and two plots appear in the output window but we need only the first one:

The points on this plot should lie on a straight line (and that would indicate that residuals
have normal distribution). In this example the plot is generally straight with some small departure
from linearly in the right tail.

Transformations

As shown in the last section, linear regression is not appropriate in some cases. In this section we
show how to transform predictor and/or response to make linear regression valid. Consider the
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‘Life Expectancy’ data set.

Next we plot ‘LifeExp’ versus ‘GDP’ (using the usual Chart Builder):

Clearly the relationship is not linear. However we see that ‘GDP’ variable has many small
values and several observations are very large. Hence base 10 log transformation may help in this
situation. First we want to construct a new variable ‘log10 GDP’ that will store base 10 logs of
the original ‘GDP’ variable; go to Transform > Compute Variable

Then we call the target variable ‘log10 GDP’ and enter ‘LG10(GDP)’ which means log base 10
of ‘GDP’ variable:
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Click OK; and the new variable appears

Now we make two histograms. The first one is histogram of the original variable ‘GDP’, second
one of the ‘log10 GDP’:

See how the distribution changed from right skewed to almost symmetric. Next lets make a
scatterplot of ‘LifeExp’ versus ‘log10 GDP’ with regression line:
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Now the plot is much more linear than the original one and linear regression model seems
appropriate in this case.

To finish this section we return to the ‘Coffee Shop’ data set. From the last section we remember
that the variance of residuals is not constant and linear regression (‘carb’ versus ’calories’) is not
appropriate in this case. To solve this problem we try to make base 10 logarithm transformation
of the response. We construct a new transformed variable ‘log10 carb’

Then we make a scatterplot of transformed variable versus ‘calories’ and residual plot:

Now the variance is constant and using linear regression is appropriate (there are two large
negative residuals which we will discuss later). Lets check the condition that residuals follow a
normal distribution using quantile-quantile plot; as explained earlier go to Analyze > Descrip-
tive Statistics > Q-Q Plots and we get the next plot:

The plot looks straight and therefore we can conclude that normal assumption is satisfied.

To explain two unusual observations from the residual plot, let’s make a scatterplot of ‘log10 carb’
versus ‘calories’ but with different symbols and colors corresponding to the ‘Type’ of the food. Go
to Graphs > Chart Builder > Scatter/Dot > double click on Grouped Scatter next drag
‘calories’ to the x-axis, ‘log10 crab’ to the y-axis and ‘type’ to ‘Set color’ section:
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Click OK, the scatterplot is produced. Double click on the plot to open ‘Chart Editor’, to
change symbols and colors for each ‘Type’ double click on symbols in the legend and then select
‘Marker’ from the ‘Properties’ window. To add regression line for the plot, click on ‘Add Fit Line
at Total’ as usual:

Similar plot we do for the residuals versus ‘calories’

We see that these two unusual observations correspond to ‘bistrobox’ items. Actually almost
all the ‘bistrobox’ food is below the fitted line, therefore it is important to use ‘type’ variable in
the analysis to explain relationship between ‘carbohydrates’ and ‘calories’.
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