Infroduction to Statistical Ideas and Methods

Non-parametric methods:
The Sign Test in SPSS

In this document we introduce nonparametric tests. Especially we focus on the ‘Sign test’ that
can be used as an alternative to matched pairs t-test.

Consider ‘Schizophrenia’ example where volume of left hippocampus region in brain was mea-
sured for 15 pairs of twins. One twin was affected by schizophrenia while other was not.
We have to input these data manually since there is no data file for this example. So open a new
file in SPSS and click on ‘Variable View’ button, here we introduce two variables:
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1 Unaffect Numeric 8 2 Mot Affected by schizophrenia Nane None 8 = Right o scale N Input
2 Affected Numeric 8 2 Affected by schizophrenia MNaone MNone 8 = Right & scale ™ Input

Next in the ‘Data View’ section we enter the observations:
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Unaffect | Affected |

1 194 1.27

2 144 1.63
3 156 147
4 158 1.39
5 2.06 1.83
6 1.66 1.26
T 175 1n
k) 177 1.67
9 178 1.26
10 192 1.85
n_ 125 102
12 193 1.34
B 204 202
14 162 1.59
15 208 187

The goal is test if the means of these two variables (‘Unaffect’ and ‘Affected’) are the same or
not, equivalently whether the difference between two means is zero or not. Since this is a matched
pair example, we go to Analyze > Compare Means > Paired-Sample T Test
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Now using arrow move ‘Unaffect’ to first column and ‘Affected’ to second (we use only pair 1):
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Click OK and the following table is produced:



Paired Samples Statistics

StdEnror
Mean M Std. Deviation Mean
Falr1 MotAfected by . - .
schizophrenia 17587 15 24242 06259
Affecled by schizophrenia 1.6600 15 30126 AT77e

Paired Samples Correlations

I Correlation Sig.

Pair1 MNotAflected by
schizophrenia & Affected 15 635 011
by schizophrenia

Paired Samples Test

Paired Differences

95% Confidence Interval of the
St Error Differance

Maan Std. Daviation Mean Lower Uppar t df Slg. (2-1allad)

Pair1  MotAfacted by

schizophrenia - Affecled 19867 23829 06153 {06670 33063 3229 14 008
by sehizophreniz

The two sided p-value is 0.006 and therefore we reject null hypothesis and conclude that means
are not the same. However we should not use paired t-test without checking some conditions. In
order to use t-test, the pairs have to be independent and distribution of differences approximately
normal. We assume that the first condition is satisfied by design but to check second condition we
have to analyze the differences. Let’s first compute variable of differences by going to Transform
> Compute Variable, call new variable ‘Diff’ and enter a simple expression:

ta Compute Variable
Target Variable: Numeric Expression:
o | - |u naffect - Affected

Click OK, the new column is computed:

Unaffect | Affected Diff
1.94 127 &7
144 163 -8
1.56 147 03/
158 139 RE]
2,06 193 A3
1.66 126 40
175 171 04
177 167 10
178 128 50
192 185 07
125 102 23
193 134 58
2.04 202 02
162 158 03
2.08 197 a1

Once we have variable of differences we can easily make a boxplot of this variable (Graph >
Chart Builder > Boxplot):
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We observe that the boxplot is skewed to the right. Also we can check normality using quantile-
quantile plot. Go to Analyze > Descriptive Statistics > Q-Q Plots
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Move ‘Diff’ to the ‘Variables’ section:
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Click OK and two plots are created, we need only the first one:
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We see that points depart from the straight line and therefor we cannot assume that the dis-
tribution of differences is nearly normal and therefore t-test may not be appropriate.
We can however compare these two groups using the sign test (exact binomial) rather than t test.
To use sign test we do not have to assume normally of differences. For the sign test we only need
to know number of positive and negative differences, the magnitudes of differences are not used
at all. There is a built-in function in SPSS for the sign test, go to Analyze > Nonparametric
Tests > Legacy Dialogs > Binomial:
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Move ‘Diff’ to ‘Test Variable List’ section, also in ‘Define Dichotomy’ option select ‘Cut point’
and enter 0, since we need number of positive and negative differences:
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To finish click OK, here are the results:

NPar Tests
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it Group1 | ==0 1 o7 50 0o
Group 2 | =0 14 03
Tatal 15 1.00

We see that we have 14 positive and 1 negative differences. The two sided p-value for this test
is 0.001, we reject null hypothesis and conclude that two groups have different means.



